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Abstract. In this paper, we study a graph parameter that was recently introduced, the
burning number, focusing on a few probabilistic aspects of the problem. The original burn-
ing number is revisited and analyzed for binomial random graphs G(n, p), random geometric
graphs, and the Cartesian product of paths. Moreover, new variants of the burning num-
ber are introduced in which a burning sequence of vertices is selected according to some
probabilistic rules. We analyze these new graph parameters for paths.

1. Introduction and results

In this paper, we study a graph parameter, the burning number, that was recently intro-
duced as a simple model of spreading social influence [8, 22]. In many real world problems
for social networks we use graphs to model the structure of these networks. The burning
number of a graph can be used as a simple measure for the speed of the spread of influence in
the corresponding social network; the smaller the burning number is, the faster an influence
can be spread in the network. Our focus is on a few probabilistic aspects of this problem.
Randomness is coming from two possible sources: the original burning number is investigated
for random graphs, and some new variants are introduced in which some probabilistic rules
are introduced, replacing deterministic ones that are embedded in the original model. The
problem is inspired by many well-known processes on graphs and their probabilistic counter-
parts, including firefighter [20, 21] (see the survey [10] for an overview of many deterministic
results), cleaning process [3, 19, 18], bootstrap percolation (see the survey [2]), and synchronous
rumour-spreading (see for example [1] and the references therein).

Let us start with the original process introduce in [8]. Given a finite, simple, undirected
graph G, the burning process on G is a discrete-time process defined as follows. Initially, at
time t = 0 all vertices are unburned. At each time step t ≥ 1, one new unburned vertex is
chosen to burn (if such a vertex is available); if a vertex is burned, then it remains in that
state until the end of the process. Once a vertex is burned in round t, in round t + 1 each
of its unburned neighbours becomes burned. The process ends when all vertices of G are
burned (that is, let T be the smallest positive integer such that there is at least one vertex
not burning in round T − 1 and all vertices are burned in round T ). The burning number
of a graph G, denoted by b(G), is the minimum number of rounds needed for the process to
end (that is, using the previous definition we have b(G) = T ). It is easy to see that burning
the graph G in k steps is equivalent to covering V (G) with k balls (closed neighbourhoods)
of radii 0, 1, . . . , k − 1, respectively; see [8, 22].

It is obvious that for every connected graph G we have that b(G) ≤ D(G) + 1, where D(G)
is the diameter of G. This trivial bound is sometimes tight, as shown below for the example
of random graphs; but it can also be far from being tight, as it is known that for a path on n
vertices we have D(Pn) = n− 1, whereas b(Pn) = d

√
ne (see [8]). In [7, 22] several results on
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the graph burning and the burning number are presented; this includes different bounds and
facts on the burning number of graphs, some conjectures on the burning number, the burning
number of some specific families of graphs, the relation between the burning number and the
distance dominating numbers of a graph, the Nordhaus-Gaddum type results, the burning
number of the ILT model for the social networks, and the burning number of graph products.
It is shown in [7, 22] that the graph burning problem is NP-complete even for trees. Some
random variations of the burning number are also introduced in [22]. For more information
on the graph burning and the burning number of graphs we refer the reader to [6, 7, 15, 22].

1.1. Binomial random graphs. Our first result is for random graphs. The binomial random
graph G(n, p) is defined as a random graph with vertex set [n] = {1, 2, . . . , n} in which a pair
of vertices appears as an edge with probability p, independently for each pair of vertices. As
typical in random graph theory, we shall consider only asymptotic properties of G(n, p) as
n→∞, where p = p(n) may and usually does depend on n. See [12] for more details on the
model.

Throughout the paper, we use the following standard notation for the asymptotic behaviour
of sequences of non-negative numbers an and bn: an = O(bn) if lim supn→∞ an/bn ≤ C <∞;
an = Ω(bn) if bn = O(an); an = Θ(bn) if an = O(bn) and an = Ω(bn); an = o(bn) if
limn→∞ an/bn = 0, and an = ω(bn) if bn = o(an). We also use the notation an � bn for an =
o(bn) and an � bn for bn = o(an). Finally, a sequence of events Hn holds asymptotically almost
surely (a.a.s.) if limn→∞ Pr(Hn) = 1. All logarithms in this paper are natural logarithms.

Now, we are ready to state the main result for binomial random graphs.

Theorem 1.1. Let G ∈ G(n, p), ε > 0, and ω = ω(n)→∞ as n→∞ but ω = o(log log n).
Suppose first that

d = d(n) = (n− 1)p� log n and p ≤ 1− (log n+ log log n+ ω)/n.

Let i ≥ 2 be the smallest integer such that

di/n− 2 log n→∞.

Then, the following property holds a.a.s.

b(G) =


i if di−1/n ≥ (1 + ε) log n

i or i+ 1 if (1− ε) log d ≤ di−1/n < (1 + ε) log n

i+ 1 if di−1/n < (1− ε) log d.

(1)

If

1− (log n+ log log n+ ω)/n < p ≤ 1− (log n+ log log n− ω)/n,

then a.a.s.

b(G) = 2 or 3. (2)

Finally, if

p > 1− (log n+ log log n− ω)/n,

then a.a.s.

b(G) = 2. (3)
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1.2. Random geometric graphs. Our next result deals with random geometric graphs.
Given a positive integer n, and a non-negative real r, we consider a random geometric graph
G ∈ G (n, r) defined as follows. The vertex set V of G is obtained by choosing n points
independently and uniformly at random in the square S = [0, 1]2. Note that, with proba-
bility 1, no point in S is chosen more than once, and thus we may assume |V | = n. For
notational purposes, we identify each vertex v ∈ V with its corresponding geometric position
v = (vx, vy) ∈ S, where vx and vy denote the usual x- and y-coordinates in S. Finally, the
edge set of G ∈ G (n, r) is constructed by connecting each pair of vertices u and v by an edge
if and only if dE(u, v) ≤ r, where dE denotes the Euclidean distance in S. We also use the
graph distance dG(u, v) to denote the number of edges on a shortest path between u and v.
As in the case of binomial random graphs, we shall consider only asymptotic properties of
G (n, r) as n → ∞, where r = r(n) may and usually does depend on n. See [17] for more
details on the model.

It is well known that rc =
√

log n/(πn) is a sharp threshold function for the connectivity of
a random geometric graph (see e.g. [16, 11]). This means that for every ε > 0, if r ≤ (1−ε)rc,
then G (n, r) is a.a.s. disconnected, whilst if r ≥ (1 + ε)rc, then it is a.a.s. connected. We have
the following theorem:

Theorem 1.2. Let G ∈ G (n, r) with r ≥ Crc for C being a sufficiently large constant. Then,
a.a.s.,

b(G) = Θ
(
r−2/3

)
.

1.3. Grids. We also deal with the Cartesian product of two paths, which is the only deter-
ministic result shown in this paper. In [8], the burning number of the Cartesian product
of two paths was studied, including non-symmetric cases, that is, the product of two paths
of different lengths. However, only the order of this graph parameter was found. Here, we
investigate the asymptotic behaviour of the burning number for grids.

Theorem 1.3.

b(Pm�Pn) =

{
(1 + o(1))(3/2)1/3(mn)1/3, if

√
n� m ≤ n,

Θ(
√
n), if m = O(

√
n).

1.4. Cost of drunkenness. Finally, we also investigate the following variant of the problem,
inspired by a similar variant of the game of cops and robbers [14, 13]. As in reality, a social
network usually has an evolving structure and there is no certainty on the links and the
vertices. This motivates us to add some randomness to graph burning. Besides, graph burning
is a model for the spread of social contagion that might be a negative (or unpleasant one) as
in the case of the fire-fighter problem. We can think of an agent of a fire outside the network
that each time attacks an unburned vertex in the corresponding graph, corresponding to a
source of fire. If the agent does not have the full information on the structure of the network
and only knows the place of the vertices, or if it tries to continue to select the fire sources in
an unpredictable way (like being drunk), then we will have a random version of the burning
process. For a given graph G = (V,E), instead of selecting the deterministic sequence of
vertices (x1, x2, . . . , xk) so that the fire started from them spread to all vertices, the sequence
is selected randomly as it was generated by a drunk person. There are at least three natural
notions of randomness (levels of “drunkenness”) one can consider.
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(i) At time i of the process, xi is selected uniformly at random from V ; that is, for each
v ∈ V , P(xi = v) = 1/n. (In particular, it might happen that v is already burning or
maybe even was selected earlier in the process.)

(ii) At time i of the process, xi is selected uniformly at random from those vertices that
were not selected before; that is, for each v ∈ V that was not selected earlier in the
process, P(xi = v) = 1/(n− i+ 1). (However, it still might happen that v is already
burning.)

(iii) At time i of the process, xi is selected uniformly at random from those vertices that
are not burning at time i.

Let b1(G), b2(G), and b3(G) be the random variables associated with the first time all vertices
of G are burning, for the three variants of selecting vertices mentioned above. That is, for
j ∈ [3], bj(G) is the minimum number of rounds needed until all vertices of G are burning,
when the rule at time i of the process is given by item (j) above. Clearly, each of these random
variables are at least b(G), and the variables can be easily coupled to see that

b1(G) ≥ b2(G) ≥ b3(G) ≥ b(G). (4)

For j ∈ [3], we define cj(G) = bj(G)/b(G) ≥ 1 to be the cost of drunkenness of G for the
three processes we focus on.

We illustrate the cost of drunkenness on the path Pn on n vertices; suppose that V (Pn) =
{v1, v2, . . . , vn}, with vi being adjacent to vi−1 for 2 ≤ i ≤ n. As mentioned above, it is known
and easy to see that b(Pn) = d

√
ne (see [8]; the lower bound will actually be re-proven here

below in the proof of the lower bound for b(Pm�Pn), and the upper bound follows by covering
greedily the path with balls of radii 0, 1, . . . , d

√
ne − 1. The following result shows that the

first two costs of drunkenness (c1(Pn) and c2(Pn)) are asymptotically equal to each other, and
that both b1(Pn) and b2(Pn) are much bigger than b(Pn). On the other hand, the third cost
of drunkenness is much smaller, and we have b3(Pn) = Θ(b(Pn)). More precisely, we have the
following result:

Theorem 1.4. A.a.s. the following holds:

(i) b1(Pn) = (1 + o(1))b2(Pn) = (1 + o(1))
√
n log n/2, and thus

c1(Pn) = (1 + o(1))c2(Pn) = (1 + o(1))
√

log n/2.
(ii) b3(Pn) = Θ(

√
n), and thus c3(Pn) = Θ(1).

1.5. Organization of the paper. All our main results, Theorem 1.1, Theorem 1.2, Theo-
rem 1.3, and Theorem 1.4, are proved independently in Section 2, Section 3, Section 4, and
Section 5.

2. Proof of Theorem 1.1

In this section we consider G ∈ G(n, p). In order to bound the burning number of G from
above, we will make use of the following result for random graphs, which follows easily from [5,
Theorem 10.10].

Lemma 2.1. Suppose that d = (n− 1)p� log3 n, p < 1− ε for some ε > 0, and

di/n− 2 log n→∞ and di−1/n− 2 log n→ −∞.
Then the diameter of G ∈ G(n, p) is equal to i a.a.s.

Proof. As required in Theorem 10.10 of [5], we have d � log3 n. By our assumptions on i,
we have di/n = log(n2/c) for c → 0, and hence, by Theorem 10.10 of [5], the diameter of
G ∈ G(n, p) is equal to i a.a.s. �
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From the proof of this result, we have the following corollary.

Corollary 2.2. Suppose that d = (n− 1)p� log3 n and that

di/n− 2 log n→∞.
Then the diameter of G ∈ G(n, p) is at most i a.a.s.

In order to obtain lower bounds and the upper bound in the first case of (1), we will need
the following expansion lemma investigating the shape of typical neighbourhoods of vertices.
Before we state the lemma we need a few definitions. For any j ≥ 0, let us denote by N(v, j)
the set of vertices at distance at most j from v, and by S(v, j) the set of vertices at distance
exactly j from v (note that S(v, 0) = {v}).

Lemma 2.3. Let G = (V,E) ∈ G(n, p) and let ε > 0. Suppose that d = (n− 1)p is such that
log n � d = o(n), and let i ≥ 1 be the largest integer such that di = o(n). Then, a.a.s. the
following properties hold:

(i) for all j = 1, 2, . . . , i and all v ∈ V ,

|N(v, j)| = |S(v, j)|(1 +O(1/d)) = dj(1 + o(1)),

(ii) there exists v ∈ V such that N(v, i + 1) = V , provided that di+1/n ≥ (1 + ε) log n;
otherwise, N(v, i+ 2) = V ,

(iii) for all v ∈ V ,

|V \N(v, i+ 1)| = e−c(1+o(1))n,

provided that c = c(n) = di+1/n ≤ (1− ε) log n.

Proof. Let v ∈ V and consider the random variable U = U(v) = |S(v, 1)|. It is clear that
U ∈ Bin(n− 1, p) so we get that E [U ] = d. A consequence of Chernoff’s bound (see e.g. [12,
Corollary 2.3]) is that

P
(
|U − E [U ] | ≥ εU

)
≤ 2 exp

(
−ε

2E [U ]

3

)
(5)

for 0 < ε < 3/2. Hence, after taking ε = 2
√

log n/d, we get that with probability 1− o(n−1)
we have

U = E [U ] (1 +O(ε)) = d(1 + o(1)).

We will continue expanding neighbourhoods of v using the BFS (breath-first search) pro-
cedure. Suppose that for some j ≥ 1 w have |N(v, j)| = s, and our goal is to estimate
|N(v, j + 1)|. Consider the random variable X = X(N(v, j)) counting the number of ver-
tices outside of N(v, j) with at least one neighbour in N(v, j). (Note that X is only a lower
bound for |N(v, j + 1)|, since, in fact, X = |N(v, j + 1) \N(v, j)|. We will show below that
|N(v, j+ 1)| ≤ (1 +O(1/d))X.) We will bound X in a stochastic sense. There are two things
that need to be estimated: the expected value of X, and the concentration of X around its
expectation.

It is clear that

E [X] =

(
1−

(
1− d

n− 1

)s)
(n− s)

=

(
1− exp

(
−ds
n

(1 +O(d/n))

))
(n− s)

=
ds

n
(1 +O(ds/n))(n− s) = ds(1 +O(ds/n)).
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It follows that E [X] = ds(1+O(log−1 n)) provided ds ≤ n/ log n, and E [X] = ds(1+o(1)) for
ds = o(n). Next, we use Chernoff’s bound (5) which implies that with probability 1− o(n−2)

we have
∣∣X − ds∣∣ ≤ εds for ε = 3

√
log n/(ds). In particular we get that with probability

1 − o(n−2) we have X = ds(1 + O(log−1 n)), provided log3 n < ds < n/ log n, and X =
ds(1 + o(1)) for ds = o(n). We consider the BFS procedure up to the i’th neighbourhood
provided that di = o(n). Note that this implies that i = O(log n/ log log n). Then the
cumulative multiplicative error term is

(1 + o(1))3(1 +O(log−1 n))i = (1 + o(1))(1 +O(i log−1 n)) = (1 + o(1)).

(Note that it might take up to 2 iterations to reach at least log3 n vertices to be able to use
the error of (1 + O(log−1 n)) and possibly one more iteration when the number of vertices
reached is o(n) but is larger than n/ log n.) In other words, by a union bound over 1 ≤ j ≤ i,
with probability 1 − o(n−1), we have |N(v, j) \N(v, j − 1)| = dj(1 + o(1)) for all 1 ≤ j ≤ i,
provided that di = o(n). By taking a union bound one more time (this time over all vertices),
a.a.s. the same bound holds for all v ∈ V . Therefore, a.a.s., for all v ∈ V and all 1 ≤ j ≤ i,
|N(v, j)| = |S(v, j)|(1 +O(1/d)) and also |N(v, j)| = dj(1 + o(1)), and Part (i) follows.

We continue investigating the neighbourhood of a given vertex v ∈ V . It follows from the
previous part that s = |N(v, i)| = di(1 + o(1)) with probability 1 − o(n−1). Let c = c(n) =
di+1/n, and note that it follows from the definition of i that c ≥ c′ for some c′ > 0. This
time, it is easier to focus on the random variable Y counting the number of vertices outside
of N(v, i) that have no neighbour in N(v, i). It follows that

E [Y ] =

(
1− d

n− 1

)s
(n− s)

= exp

(
−ds
n

(1 +O(d/n))

)
n(1 + o(1)) = e−c(1+o(1))n.

If c ≥ (1 + ε) log n for some ε > 0, then E [Y ] ≤ n−ε+o(1) = o(1) and so a.a.s. Y = 0 by

Markov’s inequality. Otherwise, E [Y ] ≤ (1 + o(1))e−c
′
n ≤ (1 − 2ε′)n for some ε′ > 0 and so

a.a.s. Y ≤ (1− ε′)n by Markov’s inequality. It follows that a.a.s. s′ = |N(v, i+ 1)| ≥ ε′n and
repeating the same argument one more time we easily get that a.a.s. |N(v, i + 2)| = V , and
(ii) holds.

Finally, if c ≤ (1− ε) log n for some ε > 0, then E [Y ] ≥ nε+o(1) and so, using (5) one more

time, we get that with probability 1− o(n−1), Y = (1 + o(1))e−c(1+o(1))n. Part (iii) holds by
taking a union bound over all v ∈ V . �

Now, the proof of Theorem 1.1 is an easy consequence of the previous lemma together
with some well-known results. Let us first deal with the case d = o(n). Before we start
considering the three cases of (1), let us notice that it follows from the definition of i that
di−2/n = O(log n/d) = o(1). Since we aim for a result that holds a.a.s., we may assume that
G satisfies (deterministically) the properties from Lemma 2.3 and Corollary 2.2.

Suppose that di−1/n ≥ (1 + ε) log n. It follows from Lemma 2.3(ii) that there exists v ∈ V
such that N(v, i − 1) = V . In order to show that b(G) ≤ i, it suffices to start burning the
graph from v. On the other hand, by Lemma 2.3(i), regardless of the strategy used, the
number of vertices burning after i− 1 steps is at most

i−2∑
j=0

dj(1 + o(1)) = di−2(1 + o(1)) = o(n).
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Hence, b(G) ≥ i, and the first case is done for d = o(n).
Suppose now that (1 − ε) log d ≤ di−1/n < (1 + ε) log n. Exactly the same argument as

in the first case gives b(G) ≥ i; the number of vertices burning after i − 1 steps is at most
di−2(1 + o(1)) = o(n). It follows from Lemma 2.3(ii) that there exists v ∈ V such that
N(v, i) = V , and so b(G) ≤ i+ 1. The second case is done for d = o(n).

Finally, suppose that c = di−1/n < (1−ε) log d. It follows from Lemma 2.3(i) and (iii) that,
no matter which burning sequence is used, after i steps, the number of vertices not burning
is at least

e−c(1+o(1))n−
i−2∑
j=0

dj(1 + o(1)) ≥ exp
(
− (1− ε+ o(1)) log d

)
n− di−2(1 + o(1))

=
ndε+o(1)

d
− cn

d
(1 + o(1))

≥ ndε+o(1)

d
− n log d

d
≥ ndε+o(1)

2d
→∞.

Hence, b(G) ≥ i+ 1 and, since the diameter is at most i, we in fact have b(G) = i+ 1 and the
third case is finished for d = o(n).

Now, let us consider p = Ω(1) and p ≤ 1− (log n+ log log n+ ω)/n. For this range of the
parameter p, by Corollary 2.2, the diameter of G is a.a.s. at most 2. We also have i = 2, and
we are still in the third case of (1). Since b(G) = 1 if only if the graph consists of one vertex,
it is clear that for this range of p the only two possibilities for the burning number are 2 and 3.
Note that b(G) = 2 if and only if there exists v ∈ V such that N(v, 1) covers all but perhaps
one vertex. Indeed, if we start burning the graph from v, all but at most one vertex is burning
in the next round and the remaining vertex (in case it exists) can be selected as the next one
to burn. On the other hand, if no such v ∈ V exists, then no matter which vertex is selected as
the starting one, there is at least one vertex not burning in the next round. This sufficient and
necessary condition for having b(G) = 2 is equivalent to the property that the complement of
G has a vertex of degree at most one (that is, the minimum degree of the complement of G
is at most one). It is well-known that the threshold for having minimum degree at least 2 is
equal to p0 = (log n+ log log n)/n. Hence, if 1− p ≥ (log n+ log logn+ ω)/n, then a.a.s. the
minimum degree in the complement of G is at least two, and so b(G) = 3 a.a.s. This finishes
the proof of (1).

For the range of p given in (2), note that a.a.s. the minimum degree of the complement of
G is equal to one or two (recall that ω = o(log log n), and so the complement of G is a.a.s.
connected). Hence b(G) ∈ {2, 3} a.a.s. Finally, the range of p given in (3)) is below the critical
window for having minimum degree 2 in the complement of G, and hence it follows that a.a.s.
the minimum degree of the complement of G is at most one, and so b(G) = 2 a.a.s. The proof
of Theorem 1.1 is finished.

We get immediately the following corollary:

Corollary 2.4. Let d = d(n) = (n− 1)p� log n and let G ∈ G(n, p). Then, a.a.s.

b(G)−D(G) ∈ {0, 1}.

Let us mention that, in some sense, the corollary is best possible. If, for example, i ∈ N
is such that di−1/n = 3

2 log n, then a.a.s. b(G) = D(G) = i. On the other hand, if, say,

di−1/n = 1, then a.a.s. b(G) is larger than D(G) (in fact, a.a.s. b(G) = i+ 1 and D(G) = i).
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3. Proof of Theorem 1.2

This section deals with our result on random geometric graphs. We show lower and upper
bounds separately and start with the lower bound.

Lemma 3.1. Let G ∈ G (n, r) with r ≥ 8
√

2πrc. Then, a.a.s.,

b(G) = Ω
(
r−2/3

)
.

Proof. Suppose that we are given a graph G ∈ G (n, r). Tessellate S into sub-squares of side

length s = 4
√

log n/n = Θ(rc) which we call cells (the rightmost column and the bottommost
row might contain slightly bigger cells, in case an equal tessellation is not possible). For a cell
C, denote by XC the random variable counting the number of vertices of G inside C. Clearly,
XC ∼ Bin(n, p) with p being the area of C, and thus, by (5),

P(XC ≤ E [XC ] /2) ≤ 2e−(1/2)2s2n/3 = o(n−1).

By a union bound over all (b1/sc)2 = O(n/ log n) cells, a.a.s. this holds for all cells. Suppose
now that b(G) = t ≥ 1 for some t to be defined later. For i = 1, 2, . . . , t, let vi to be vertex
chosen to be burned at at the i-th step (in other words, the new fire starting at step i starts at
vertex vi). Note that in order for a vertex w to be burned by time t due to the initial burning
of vi, we must have dE(w, vi) ≤ (t−i)r. Letting Bi denote the subarea of S containing vertices
that potentially can be burned due to the burning of vi (that is, the ball centered at vi with
radius r(t− i)), we clearly have area(Bi) ≤ (t− i)2r2π.

Now, recall that by assumption, r ≥ 8
√

2πrc. Hence,

r ≥ 8
√

2πrc >
8
√

2π√
π

√
log n

n
= 2
√

2s.

For 1 ≤ i ≤ t − 1, the radius of Bi is at least r. Since r > 2
√

2s, and the largest cell in the
given tessellation is of length at most 2s, there must be a cell that falls completely inside Bi.
Also, the area of Bi is larger than the area of any cell in the tessellation. Note that we have
two types of cells that intersect Bi: those cells that fall completely inside of Bi, called regular
cells, and those cells that also intersect S \Bi, called boundary cells. We will now show that
for 1 ≤ i ≤ t − 1, the total number of cells that intersect Bi is asymptotically at most equal
to

c1

(
π(t− i)2r2

s2

)
,

where c1 is a sufficiently large constant (any constant c1 ≥ 25 will do) that we find in the
following. By the above argument, we know that for 1 ≤ i ≤ t − 1, there is at least one
regular cell in Bi. Note that every boundary cell is at L1-cell-distance at most 2 of a regular
cell of Bi, and thus the total number of cells is at most 25 times the number of regular cells.
Therefore, if we denote the total number of regular cells by Mi, the total number of cells
Ti that intersect with Bi is at most 25Mi. On the other hand, since every regular cell falls
completely inside of Bi, this implies that

Mis
2 < area(Bi).

Thus, by the above argument we have that

Tis
2 ≤ 25Mis

2 ≤ 25area(Bi).
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Therefore, Ti ≤ 25
(
area(Bi)

s2

)
. Hence, any constant c1 ≥ 25 is sufficient for the truth of the

claim. Thus, we have that asymptotically

Ti ≤ c1

(
π(t− i)2r2

s2

)
.

For i = t, the ball Bt is of radius zero; that is, it contains only the point xt. Hence for i = t,
the total number of cells that intersect Bt is at most 4, in a case that xt is a corner point in
the given tessellation. Thus, denoting by T the total number of cells that intersect with at
least one of the Bi’s, we get asymptotically

T ≤
t−1∑
i=1

c1
(t− i)2r2π

s2
+ 4 ≤ c1

t3r2π

3s2
.

We want to have at least one cell that does not intersect with any of the Bi’s. The total

number of cells in the tessellation of S is
(
b1
sc
)2

. Therefore, if we take t ≤
(

2
c1πr2

)1/3
, then

asymptotically

T ≤ c1
t3r2π

3s2
≤ 2

3s2
<

(⌊
1

s

⌋)2

.

Thus, there must be a cell C that does not intersect with any of Bi’s. Consequently, we

conclude that burning G in t steps is impossible. Hence, b(G) >
(

2
c1πr2

)1/3
; in other words,

asymptotically b(G) = Ω(r−2/3). �

For the upper bound, we will use the following result from [9] (the results there are stated
in the model of a square of side length

√
n, but they can be easily translated to our setting;

In fact, in [9], a more precise result was shown, but for our purpose the following version is
enough):

Theorem 3.2 ([9]). Let G ∈ G (n, r). The following holds a.a.s. If r ≥ Crc with C sufficiently
large, then there exists C ′ = C ′(C) such that for every pair of vertices u, v ∈ V (G) we have

dG(u, v) ≤ C ′dE(u, v)

r
.

We are now ready to prove the upper bound.

Lemma 3.3. Let G ∈ G (n, r) with r ≥ Crc for C sufficiently large. Then, a.a.s.,

b(G) = O
(
r−2/3

)
.

Proof. Let C ′ = C ′(C) be such that by Theorem 3.2, a.a.s. for every pair of vertices u, v we

have dG(u, v) ≤ C ′ dE(u,v)
r . Define A = (3C ′

√
2)−1/3. As in the proof of the previous lemma,

for a given G ∈ G (n, r), we consider a partition of S into cells of side length Ar1/3 (as before,
the rightmost column and the bottommost row might contain slightly bigger cells, in case
an equal tessellation is not possible; clearly, the side length of these cells is at most 2Ar1/3).

Note that S contains s = (b1/(Ar1/3)c)2 = Θ(r−2/3) cells. Moreover, since each cell has area

Θ(r2/3), it contains in expectation Θ(nr2/3) = Ω(n2/3 log1/3 n) many vertices, where we used

the lower bound on r, and the fact that rc =
√

log n/(πn). By (5), together with a union

bound over all Θ(r−2/3) = O((n/ log n)1/3) cells, a.a.s. each cell contains at least one vertex.
Now, during the first phase consisting of s time steps, we choose in each cell one vertex

to be burned. As we aim for an upper bound, we may assume that these vertices are the
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only ones burning at the end of the first phase. The second phase again consists of s time
steps. It suffices to show that each vertex that was selected during the first phase will make
all vertices in its cell burned at the and of phase 2. Note that for any two vertices u, v in a
cell, the Euclidean distance between them is at most 2

√
2Ar1/3. It follows that a.a.s., for any

pair of vertices u, v ∈ G (n, r),

dG(u, v) ≤ C ′dE(u, v)

r
≤ 2
√

2AC ′r−2/3 ≤ s,

where the last inequality follows from our choice of A. Hence, during the second phase, a.a.s.
all vertices are burned, and the upper bound follows. �

4. Proof of Theorem 1.3

The lower bound is straightforward. Note that for any vertex v ∈ V (Pm�Pn) the number
of vertices of a ball of radius r around v, |N(v, r)|, is equal to

|N(v, r)| ≤ 1 + 4 + 8 + . . .+ 4r = 1 + 2(r + 1)r.

Hence, at time k the number of vertices burning is at most the sum of the total number of
vertices included in some ball of radii 0, 1, . . . , k − 1, which is is at most

f(k) =

k−1∑
r=0

(1 + 2r + 2r2) = 2k3/3 + k/3.

Clearly, if f(k0) < mn, then bk0c balls cannot cover the whole graph and so b(Pm�Pn) ≥ dk0e.
The desired inequality holds for k0 = (3mn/2)1/3 − 1, since we have

f(k0) =
2

3
k3

0 +
k0

3
<

2

3
(k0 + 1)3 = mn.

Hence, for
√
n ≤ m ≤ n we obtain the following useful lower bound:

b(Pm�Pn) ≥ (3/2)1/3(mn)1/3 − 1.

On the other hand, it is easy to see that b(Pm�Pn) ≥ b(Pn) ≥
√
n, which is useful for

m <
√
n. To see this, one can focus on a path on n vertices on the border of the grid. As

any ball of radius r (centered on any vertex of the grid, not necessarily on the path we focus
on) contains at most 2r+ 1 vertices from such a path, the total number of vertices on such a
path burning at time b

√
nc is

b
√
nc−1∑
r=0

(2r + 1) ≤ 2
√
n− 1

2

√
n < n.

Now, let us move to the upper bound. Suppose first that m = γ(n)
√
n, where 1 ≤ γ =

γ(n) ≤
√
n. We will show that it is possible to cover Pm�Pn with exactly one ball of each

radius between k1 and k2, where

k1 =
(mn)1/3

γ1/6
and k2 =

(
3

2

)1/3

(mn)1/3

(
1 +

C

γ1/6

)
,

where C ≥ 1 is some large constant that will be determined soon. Clearly, this implies that
b(Pm�Pn) ≤ k2 + 1. (Let us note that we are not optimizing the error term here, aiming for
an easy argument.)

We will cover the graph with diagonal ‘strips’ using radii k1 ≤ r ≤ k2. More precisely, we
choose the strips in the following way: the rightmost diagonal strip has the top right corner
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Figure 1. Covering the grid with diagonal strips

as its center, and is of radius k1. Then, as long as the top border line of the grid (of length
n) is not yet covered, do the following: given i ≥ 1 strips already defined with ri being the
last radius used in strip i (the last radius used corresponds to the last ball in this strip having
a non-empty intersection with the vertices of the grid), the (i + 1)-st strip is such that the
topmost ball of the (i+1)-st strip has as its rightmost vertex the left neighbour of the leftmost
vertex of the topmost ball of strip i, and has radius ri + 1. The radii of balls increase always
by 1 inside a strip (see Figure 1) but the width of the (i+ 1)-st strip is equal to ri + 1. If the
top border line of the grid is now completely covered but the left border line (of length m)
is not yet completely covered, then we proceed as follows. Given i ≥ 1 strips already defined
with ri being the last radius used in strip i, choose the topmost vertex on the left border
line that is not covered by the first ball of strip i to be the topmost vertex of strip i + 1; as
before the strip has radius ri+1, and the radii of balls always increase by 1 inside a strip, and
as before, the last radius used inside a strip corresponds to the last ball having non-empty
intersection with the vertices of the grid.

Let us concentrate on a strip consisting of balls of radii r, r + 1, r + 2, . . . (see Figure 1).
Instead of estimating the number of vertices covered (see white rectangles on the figure), it
is easier to bound from above the number of vertices “wasted” (see grey rectangles on the
figure), that is, vertices that will be (double) covered by the next strip or that will fall outside
the boundary of the grid. Since the number of balls forming a strip whose smallest ball has
radius r is O(m/r), the largest ball in the strip has radius r + O(m/r) = (1 + o(1))r (as

r = Ω(k1) = Ω(γ1/6√n) and O(m/r) = O(m/k1) = O(γ5/6) = O(n5/12)). Hence, the number
of vertices wasted in the last ball of the strip is at most (1 + o(1))r ·O(m/r) = O(m), and so
the number of vertices wasted for this strip is

O(r2) +O(m2/r) = O(k2
2) +O(m2/k1).

(The O(r2) term corresponds to the area wasted due to the fact that some balls touch the
border; note that, by construction, each strip has at most 3 balls that cover the area outside
of the grid, namely the first one and possibly the two last ones.) Since the number of strips
is O(n/k1), the total number of vertices wasted is

(O(k2
2) +O(m2/k1)) ·O(n/k1) = O(n3/2γ1/2) +O(nγ5/3).
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It remains to show that the number of vertices that are not wasted is at least mn. The
number of vertices in balls with radii between k1 and k2 (in the perfect situation when one
pretends they are all disjoint) is

k2∑
r=k1

(1 + 2r + 2r2) =
2(k2 + 1)3

3
+
k2 + 1

3
− 2k3

1

3
− k1

3
>

2

3
(k3

2 − k3
1)

≥ 2

3

(
3

2
mn+

9C

2γ1/6
mn− mn

γ1/2

)
≥ mn+

9C − 2

3γ1/6
mn = mn+

9C − 2

3
n3/2γ5/6,

which is large enough to guarantee that even if O(n3/2γ1/2 +nγ5/3) vertices are “wasted”, all
vertices of the graph are covered: indeed, if γ = O(1), then by choosing C large enough, the

term 9C−2
3 n3/2γ5/6 can be made bigger than the error term; for γ = ω(1) and γ = o(n3/7),

clearly C = 1 is enough, since the dominating error term is O(n3/2γ1/2), which is clearly of

smaller order than n3/2γ5/6, and finally for γ = Ω(n3/7) (but still γ ≤
√
n), also C = 1 is

enough, since the error term is O(nγ5/3), which is also of smaller order than n3/2γ5/6.
The case m <

√
n is easy. Consider a path on n vertices on the border of the grid. Set a

fire on vertices at distance
√
n from each other, and then after at most 2

√
n steps the whole

grid is burned. The upper bound of O(
√
n) holds and the proof of Theorem 1.3 is finished. �

Let us notice that the proof of the lower bound works for the toroidal grid Cm�Cn with
no adjustment needed. Moreover, as Pm�Pn is a spanning subgraph of Cm�Cn, we have
b(Cm�Cn) ≤ b(Pm�Pn), and so the following corollary holds.

Corollary 4.1.

b(Cm�Cn) =

{
(1 + o(1))(3/2)1/3(mn)1/3, if

√
n� m ≤ n,

Θ(
√
n), if m = O(

√
n).

5. Proof of Theorem 1.4

In this section we show our results on the cost of drunkenness for paths.

5.1. Proof of Theorem 1.4(i). We start with the proof of the upper bound for b1(Pn). Let

k =
√
n(log n/2 + ω), where ω = ω(n) = (log n)2/3 = o(log n). We will use the first moment

method to show that at time k a.a.s. all vertices are burning. It will be convenient to think
of covering the path Pn with k balls of radii 0, 1, . . . , k − 1, where the radii are measured in
terms of the graph distance, that is, the ball of radius i around a vertex v is N(v, i). Partition
Pn into

√
n subpaths, p1, p2, . . . , p√n, each of length

√
n. (For expressions such as

√
n that

clearly have to be an integer, we round up or down but do not specify which: the choice of
which does not affect the argument.) For 1 ≤ i ≤

√
n, let Xi be the indicator random variable

for the event that no ball contains the whole pi. In other words, Xi = 0 if there exists j ∈ [k]
such that the ball centred at xj and of radius j − 1 contains the path pi; otherwise, Xi = 1.

Let X =
∑√n

i=1Xi. Clearly, if X = 0, then all vertices are burning at time k, and so our goal
is to show that P(X ≥ 1) = o(1).

First, we consider a subpath pi with
√

log n ≤ i ≤
√
n −
√

log n. Note that all vertices of
pi are at distance at least (

√
log n− 1) ·

√
n > k from the endpoints of Pn. As a result, pi is
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sufficiently far from them to be affected by boundary effects. It is clear that

E [Xi] = P(Xi = 1) =
k∏

j=
√
n/2

(
1− 2j −

√
n

n

)

= exp

−(1 +O

(
k

n

)) k∑
j=
√
n/2

2j −
√
n

n


= exp

(
−
(

1 +O

(
k

n

))
(k −

√
n/2)2

n

)
= exp

(
−
(

1 +O

(√
n

k

))
k2

n

)
.

Using the definition of k and recalling that ω = (log n)2/3, we get

E [Xi] = P(Xi = 1) = exp

(
−
(

1 +O

(
1√

log n

))(
1

2
log n+ ω

))
= exp

(
−1

2
log n− ω +O(

√
log n)

)
≤ exp

(
−1

2
log n− 1

2
ω

)
. (6)

On the other hand for any i <
√

log n or i >
√
n−
√

log n, pi is close to one of the endpoints
of Pn, but one can nevertheless estimate the probability of Xi = 1 as follows:

E [Xi] = P(Xi = 1) ≤
k∏

j=
√
n

(
1− j

n

)

= exp

−(1 +O

(
k

n

)) k∑
j=
√
n

j

n


= exp

(
−
(

1 +O

(
k

n

))
k2
(
1 +O(n/k2)

)
2n

)

= exp

(
−
(

1 +O
( n
k2

)) k2

2n

)
≤ exp

(
−1

4
log n− 1

4
ω

)
. (7)

From (6) and (7) we have

E [X] ≤
(√

n− 2
√

log n
)

exp

(
−1

2
log n− 1

2
ω

)
+ 2

√
log n exp

(
−1

4
log n− 1

4
ω

)
= o(1).

The upper bound holds a.a.s. by Markov’s inequality.

Now, we will show an asymptotically almost sure matching lower bound for b2(Pn). This

will finish the proof, since b2(Pn) ≤ b1(Pn) (see (4)). Let k =
√
n(log n/2− log log n/2− ω),

where now ω = ω(n) = o(log log n) is any function tending to infinity as n → ∞, arbitrarily
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slowly. This time, we will use the second moment method to show that at time k a.a.s. at
least one vertex is not burning. In fact, in order to avoid highly dependent events, we focus
only on vertices that are at distance at least 2k from each other.

For 1 ≤ i ≤ ` := n/(2k)−1 = Θ(
√
n/ log n), let Yi be the indicator random variable for the

event that vertex v2ki is not burning at time k. Let Y =
∑`

i=1 Yi. In particular, if Y ≥ 1, then
at least one vertex is not burning at time k, and so our goal is to show that P(Y = 0) = o(1).
Recall that, since we investigate b2(Pn), at time j of the process, only vertices not selected
earlier have a chance to be selected as the next vertex xj to be burned. Recall also that the
ball centred at xj will have radius k − j at time k. Hence, for any i ∈ [`],

P(Yi = 1) =

k∏
j=1

(
1− 2k − 2j + 1

n− j + 1

)

= exp

−(1 +O

(
k

n

)) k∑
j=1

2k − 2j + 1

n


= exp

(
−k

2

n

)(
1 + o(1)

)
= exp

(
−1

2
log n+

1

2
log logn+ ω

)(
1 + o(1)

)
,

and so

E [Y ] = ` · exp

(
−1

2
log n+

1

2
log logn+ ω

)(
1 + o(1)

)
= Θ(eω)→∞,

as n→∞. Now, we estimate the variance of Y as follows:

Var[Y ] =
∑
i,i′

Cov(Yi, Y
′
i )

≤
∑
i 6=i′

(
P(Yi = Yi′ = 1)−

(
P(Yi = 1)

)2)
+ E [Y ] .

Let i, i′ ∈ [`] be such that i 6= i′. Since the vertices v2ki and v2ki′ are far away from each other,
by performing similar calculations as before, we get

P(Yi = Yi′ = 1) =

k∏
j=1

(
1− 2 · 2k − 2j + 1

n− j + 1

)
= exp (− log n+ log log n+ 2ω)

(
1 + o(1)

)
=
(
P(Yi)

)2(
1 + o(1)

)
.

Therefore,

Var[Y ] ≤ O(`2) · o
(

exp (− log n+ log log n+ 2ω)
)

+ Θ(eω)

= o
(
e2ω
)

= o
((

E [Y ]
)2)

.

The lower bound holds a.a.s. by Chebyshev’s inequality. �
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5.2. Proof of Theorem 1.4(ii). Since b3(Pn) ≥ b(Pn) = Ω(
√
n), we only need to show the

matching upper bound. In order to warm up, we will show that a.a.s.

b3(Pn) = O(
√
n log∗ n),

where log∗ n denotes the iterated logarithm of n, that is, the number of times the logarithm
must be iteratively applied before the result is less than or equal to 1. After that, a simple
trick will be enough to replace log∗ n by a constant.

Partition Pn into
√
n subpaths, p1, p2, . . . , p√n, each of length

√
n. We say that a given

subpath is burning at some point of the process if some vertex of that subpath is burning.
For 1 ≤ i ≤

√
n and t ∈ N, let Xt(i) be the indicator random variable for the event that pi

is not burning at time 3
√
nt −

√
n. Let Xt =

∑√n
i=1Xt(i) be the random variable counting

the number of subpaths not burning at time 3
√
nt −

√
n. Finally, for t ∈ N ∪ {0}, let Yt

be the number of vertices not burning at time 3
√
nt. We say that we are in phase t, if the

number of time steps elapsed is in the set {3
√
n(t− 1) + 1, . . . , 3

√
nt}. Furthermore, in phase

t, we say that we are in the first sub-phase, if the number of time steps elapsed is in the
set {3

√
n(t − 1) + 1, . . . , 2

√
nt}, and in the second sub-phase, otherwise. Clearly, Y0 = n

(deterministically), since no vertex is burning at the beginning of the process. Note that Xt

is only defined for positive integers but, for convenience, we set X0 =
√
n. Note also that for

every t ∈ N ∪ {0} we have

Yt ≤ Xt

√
n,

since if at least one vertex of a subpath is burning, then after additional
√
n steps the whole

subpath is burning. We run the burning process and observe the sequence X1, Y1, X2, Y2, . . .
(X1 is determined at time 2

√
n, Y1 at time 3

√
n, X2 at time 5

√
n, and so on). Our goal is to

get an upper bound for Xt+1 knowing Xt, which implies an upper bound for Yt, as already
mentioned above.

Note that the original random variables Xt+1(i) are not independent. However, we are able
to couple the original process with the following independent one. For each phase of length
3
√
n of the original process, in the new process we do the following: in the first sub-phase

of the phase, a vertex is chosen uniformly at random for burning, independently of the fact
whether it is burned or not, and no spreading takes place; during the last

√
n steps of the

phase, no new vertex is chosen for burning, only spreading takes place. Consider then the
following coupling: if in the independent process (during the first sub-phase) a vertex not
yet burned in the original process is chosen for burning, the same vertex is also chosen for
burning in the original process; otherwise, choose uniformly at random an unburned vertex
in the original model and burn it there. Spreading occurs deterministically in both processes
(in case of the independent model it occurs only in the second sub-phase). Let us focus on
the independent model for a moment. Note that, as in the original model, if a subpath pi is
burning at the end of the first sub-phase, then it is completely burned at the end of the second
sub-phase (the end of a given phase). On the other hand, subpaths that are not burning at the
end of the first sub-phase might or might not be burning at the end of the second sub-phase,
depending whether they were adjacent to some burning path or not. For simplicity, at the end
of the second sub-phase, only sub-paths that were burning at the end of the first sub-phase
are (completely) burned; that is, we change the status of all other vertices to unburned so that
no other subpath is burning. Sub-paths that are completely burned by the end of the second
sub-phase, are removed from the set of vertices in the independent model and not considered
in following phases. Clearly, by the coupling, if a vertex is burned in the independent model
it is also burned in the original model. This applies to every step of the process.
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For 1 ≤ i ≤
√
n and t ∈ N, let X ′t(i) be the indicator random variable for the event that pi

is not burning at time 3
√
nt−
√
n in the independent process, and let X ′t =

∑√n
i=1X

′
t(i) be the

random variable counting the number of subpaths not burning at time 3
√
nt −

√
n. By the

coupling, clearly Xt(i) ≤ X ′t(i) and Xt ≤ X ′t. The distribution of X ′t, knowing X ′t−1, is easy
to analyze. Suppose that X ′t−1(i) = 1 for some i (that is, pi is not burning at the beginning
of phase t). Then,

p = p(X ′t−1) := P(X ′t(i) = 1) =

(
1− 1

X ′t−1

)2
√
n

= exp

(
− 2
√
n

X ′t−1

+O

( √
n

(X ′t−1)2

))
= (1 + o(1)) exp

(
− 2
√
n

X ′t−1

)
,

provided that X ′t−1 � n1/4. As the events are independent for different values of i, it follows
that X ′t is simply the binomial random variable Bin(X ′t−1, p(X

′
t−1)).

We will show that the number of subpaths that are not burning decreases quickly; we will
show that for a relatively small value of t we have X ′t ≥ 7

√
n/ log n with superpolynomially

small probability. Suppose that for a given t we have that X ′t ≥ 7
√
n/ log n. We get that

E
[
X ′t+1 | X ′t = x′t

]
= (1 + o(1))x′t exp

(
−2
√
n

x′t

)
.

We will now show that the probability that X ′t+1 is at least, say, X ′t exp (−
√
n/X ′t) is small

(conditioning on the value of X ′t and the fact that X ′t ≥ 7
√
n/ log n). In order to show it, we

will use the following version of Chernoff’s bound (see e.g. [12, Theorem 2.1]): if X =
∑`

j=1Xj

is a sum of independent indicator random variables, each Xj following a Bernoulli distribution
with a (possibly) different probability of success, then for ε > 0 we have

P
(
X − E [X] ≥ εE [X]

)
≤ exp

(
−ε

2E [X]

2 + ε

)
.

In particular, if ε ≥ 1, then

P
(
X − E [X] ≥ εE [X]

)
≤ exp

(
−εE [X]

3

)
. (8)

Noting that X ′t ≤
√
n, we apply (8) with

ε =
x′t exp(−

√
n/x′t)− E

[
X ′t+1 | X ′t = x′t

]
E
[
X ′t+1 | X ′t = x′t

] ≥ (1 + o(1)) exp(
√
n/x′t)− 1 ≥ e+ o(1)− 1 ≥ 1,

to get that

P
(
X ′t+1 ≥ x′t exp(−

√
n/x′t) | X ′t = x′t

)
≤ exp

(
− 1

4
x′t exp(−

√
n/x′t)

)
≤ exp

(
− 1

4
· 7
√
n

log n
exp(− log n/7)

)
≤ exp

(
− n1/4

)
,

since x′t is assumed to be at least 7
√
n/ log n.
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Using this observation, our goal is to get (recursively) upper bounds for the sequence of
random variables X ′1, X

′
2, . . . as follows:

X ′1 ≤ X ′0/e =
√
n/e,

X ′2 ≤ X ′1/ exp(
√
n/X ′1) ≤ X ′1/ exp(e) ≤

√
n/ee,

... ≤
...

X ′t+1 ≤ X ′t/ exp(
√
n/X ′t) ≤ X ′t/ exp (e ↑↑ (t− 1)) ≤

√
n/ (e ↑↑ t) ,

provided that X ′t ≥ 7
√
n/ log n (e ↑↑ t denotes t-times iterated exponentiation, using Knuth’s

up-arrow notation). In other words, we condition on the fact that X ′i ≥ 7
√
n/ log n (otherwise,

we simply stop applying the argument) and X ′i ≤
√
n/ (e ↑↑ i), and estimate the probability

that the desired bound for X ′i+1 fails. Since we apply the claim at most log∗(log n/7) ≤ log∗ n

times and each time the claim fails with probability at most exp(−n1/4) = o(1/ log∗ n), we
get that a.a.s. after T ≤ log∗ n rounds X ′T ≤ 7

√
n/ log n.

The rest of the proof is straightforward. Back in the original model, all but at most
YT ≤ XT

√
n ≤ X ′T

√
n ≤ 7n/ log n vertices are burning. Now, observe that it is enough to

wait another 7
√
n steps to see all subpaths burning a.a.s.: indeed, the probability that a given

subpath is not burning at that point is at most(
1−
√
n

YT

)7
√
n

≤ exp

(
− 7n

YT

)
≤ 1

n
.

The expected number of subpaths that survived these additional 7
√
n steps is at most XT /n =

o(1), and so the claim holds by Markov’s inequality. After
√
n more steps all vertices are

burning (deterministically) and so a.a.s. the process ends in at most

3
√
n · T + 8

√
n = O(

√
n log∗ n)

rounds in total.

Now, we are ready to modify the argument slightly to get an upper bound of O(
√
n) instead

of O(
√
n log∗ n). Before we used to have phases of equal length, namely, 3

√
n steps, and we

needed O(log∗ n) phases to make sure that after O(
√
n log∗ n) steps the number of vertices

burning is small enough for the final argument to be applied. We can make the time intervals
a bit shorter (from phase to phase): let now the length of phase t be only 4

√
n2−t steps, so

that the total number of steps is still O(
√
n). We adjust the independent model as follows:

let ` = `(n) be the smallest integer such that 2` ≥
√
n; clearly,

√
n ≤ 2` < 2

√
n. We start

with subpaths of length 2` instead of
√
n. The first (second) sub-phase of phase t consists

of 3
√
n2−t (

√
n2−t, respectively) steps, instead of 2

√
n (
√
n, respectively). The only other

difference is that at the end of each phase, we split each non-burning subpath into two; that
is, at the end of phase t, each subpath has length 2`−t. As before, let X ′t be the number of
subpaths not burning at the end of the first sub-phase of phase t, now of length 2`−t, and
note also that the number of unburned vertices in the original model at the end of a phase
is bounded from above by the number of unburned vertices in the independent model. This
time, we get X ′0 = n/2` ≤

√
n, and for each t ∈ N, X ′t ∼ 2Bin(X ′t−1, p(X

′
t−1)), where

p = p(X ′t−1) :=

(
1− 1

X ′t−1

)3
√
n2−t

= (1 + o(1)) exp

(
− 3
√
n

2tX ′t−1

)
,

provided that 2tX ′t−1 � n1/4.
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As before, suppose that for a given t we have 2`−tX ′t ≥ 7n/ log n (note that 2`−tX ′t is the
total number of unburned vertices in the independent model) and X ′t ≤

√
n2−t. We get that

E
[
X ′t+1 | X ′t = x′t

]
= (2 + o(1))x′t exp

(
− 3
√
n

2t+1x′t

)
and, applying Chernoff’s bound (8) with

ε =
x′t exp((−3

√
n)/(2t+2x′t))− E

[
X ′t+1 | X ′t = x′t

]
E
[
X ′t+1 | X ′t = x′t

] ≥
(

1

2
+ o(1)

)
exp

(
3
√
n

2t+2x′t

)
− 1

≥ (1/2 + o(1))e3/4 − 1 ≥ 1,

we get

P
(
X ′t+1 ≥ x′t exp((−3

√
n)/(2t+2x′t)) | X ′t = x′t

)
≤ exp

(
− 1

4
x′t exp((−3

√
n)/(2t+2x′t))

)
≤ exp

(
− 1

4

7n

2`−t log n
exp(− 3

√
n

4 · 2t
· 2`−t log n

7n
)
)

≤ exp
(
−
√
n

log n
exp

(
− 3

14
2−2t log n

))
≤ exp

(
− n1/4

)
.

Thus, with probability at least 1− e−n1/4
,

X ′t+1 < X ′t exp((−3
√
n)/(2t+2X ′t)) ≤

X ′t
2
, (9)

provided that 7n2t−`/ log n ≤ X ′t ≤
√
n2−t, and which then also implies Xt+1 ≤

√
n2−(t+1).

Note that the probability that the first inequality in (9) does not hold is clearly o(1/ log log n),
and there are O(log log n) phases (but still only O(

√
n) steps!), until the number of vertices

burning is O(n/ log n). Hence, a.a.s. after T ′ = O(log log n) rounds we haveX ′T ′ ≤ 7
√
n/ log n.

The rest of the argument as before: we have, back in the original model, we have YT ′ ≤
XT ′2

`−T ′ ≤ X ′T ′2
`−T ′ ≤ 7n/ log n, and as before, a.a.s. we finish after 8

√
n additional steps.

The proof is finished. �
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