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Abstract

A model for cleaning a graph with brushes was recently introduced. Let o =
(v1,v2,...,v,) be a permutation of the vertices of G; for each vertex v; let N*(v;) =
{j rvjuy; € Eandj > i} and N~ (v;) = {j : vju; € E and j < i}; finally let
ba(G) = >0 max{|NT(v;)|—|N~(v;)|,0}. The Broom number is given by B(G) =
maxy be (G).

We consider the Broom number of d-regular graphs, focusing on the asymptotic
number for random d-regular graphs. Various lower and upper bounds are proposed.
To get an asymptotically almost sure lower bound we use a degree-greedy algorithm
to clean a random d-regular graph on n vertices (with dn even) and analyze it using
the differential equations method (for fixed d). We further show that for any d-
regular graph on n vertices there is a cleaning sequence such at least n(d + 1)/4
brushes are needed to clean a graph using this sequence. For an asymptotically
almost sure upper bound, the pairing model is used to show that at most n(d +
2v/d1n2)/4 brushes can be used when a random d-regular graph is cleaned. This
implies that for fixed large d, the Broom number of a random d-regular graph on n
vertices is asymptotically almost surely Z(d + ©(Vd)).

1 Introduction

The cleaning model, introduced in [13], is a combination of the chip-firing game and edge-
searching on a simple finite graph. Initially, every edge and vertex of a graph is dirty and
a fixed number of brushes start on a set of vertices. At each step, a vertex v and all its
incident edges which are dirty may be cleaned if there are at least as many brushes on v
as there are incident dirty edges. When a vertex is cleaned, every incident dirty edge is
traversed (i.e. cleaned) by one and only one brush, and brushes cannot traverse a clean
edge. See Figure 1 for an example of this cleaning process. The initial configuration has
only 2 brushes. The solid edges are dirty and the dotted edges are clean. The circle
indicates which vertex is cleaned next.

In [2,9, 10, 13, 15, 17], the focus was on determining the minimum number of brushes
required. To this end, a different but equivalent formulation of the problem was intro-
duced. Let oo = (vy,v9,...,v,) be a permutation of the vertices of G; for each vertex v;
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Figure 1: An example of the cleaning process.
let (v;) ={j:vjv; € Eand j > i} and N~ (v;) = {j : vjv; € E and j < i}; finally let

ba(G) = Zmax{l(vi)l — [N7(vi)], 0}

The brush number is given by b(G) = min, b, (G).

In this paper, we concentrate on the Broom number, B(G) = max,, b,(G), considered
in [14]. This is the maximum number of brushes needed to clean the graph where every
brush has to clean at least one edge. We are interested in the asymptotic possible number
of brushes that can be used to clean d-regular subject to this constraint, and mainly
random d-regular (finite, simple) graphs.

In Section 2 we introduce the formal definitions for the cleaning process and also
include a description of the pairing model which is used in the results on random regular
graphs, instead of working directly in the uniform probability space.

We first observe that if d = 2, then the Broom number of a random d-regular graph
on n vertices is asymptotically almost surely n — (1/4 4 o(1))logn; see Section 3. Un-
fortunately, this is the only case where our upper and a lower bounds match; for other
values of d we provide bounds only.

In Section 4 we describe some general upper bounds for the Broom number following
from both expansion properties of random d-regular graph and direct calculations based
on the pairing model. In particular, we show that for random d-regular graphs on n
vertices, the maximum number of brushes needed is, asymptotically almost surely, at
most % (d +2vdIn2).

In Section 5 we show that for d-regular graphs on n vertices, there is a cleaning
sequence such that n(d + 1)/4 brushes are needed to clean the graph using this sequence
if d is odd, and %(d + 1 — d—}rl) brushes are needed if d is even. These bounds are tight.
In order to improve this for a random case, an asymptotically almost sure bound on the
Broom number is obtained by considering a degree-greedy algorithm to clean the graph
and then using the differential equation method, studied in [21], to find the asymptotic
possible number of brushes that can be used. We also consider the case of large d, and
show that the Broom number in this case is roughly nd/4.

Note that the paper uses similar approaches that were used in [2], where the problem
of finding the minimum number of brushes needed to clean random d-regular graph was
considered. Some necessary modifications are straightforward, however, sometimes non-
trivial adjustments and new ideas are needed. For example, an upper bound requires a
new approach; we use the fact that a large value of the Broom number implies that there



is at least one large induced subgraph that is sparse comparing to the expected number
of edges. This is, asymptotically almost surely, not the case for a random graph.

2 Definitions

The following cleaning algorithm and terminology were recently introduced in [13].

Formally, at each step ¢, w;(v) denotes the number of brushes at vertex v (w; : V —
N U {0}) and D; denotes the set of dirty vertices. An edge uv € E is dirty if and only if
both u and v are dirty: {u,v} C D,. Finally, let D;(v) denote the number of dirty edges
incident to v at step t:

D(’U)— |N(’U)th| if UEDt
! o otherwise.

Definition 2.1 The cleaning process P(G,wo) = {(wi, Dy)}y of an undirected graph
G = (V, E) with an initial configuration of brushes wy is as follows:

(0) Initially, all vertices are dirty: Dy =V ; sett:=0

(1) Let cyrq be any vertex in Dy such that wi(cus1) > Di(ousr). If no such vertex exists,

then stop the process (T =t), return the cleaning sequence o = (ay, o, . .., ar),
the final set of dirty vertices Dr, and the final configuration of brushes
wr

(2) Clean cyyq and all dirty incident edges by traversing a brush from oy to each dirty
neighbour. More precisely, Dyy1 = Dy \ {ous1}, wir1(aps1) = wi(apyr) — Di(ayir),
and for every v € N(oy11) N Dy, w1 (v) = wi(v)+1, the other values of w1 remain
the same as in wy.

(3) t:=t+1 and go back to (1)

Note that for a graph G and initial configuration wy, the cleaning process can return
different cleaning sequences and final configurations of brushes. It was shown (see [13,
Theorem 2.1]), however, that the final set of dirty vertices is determined by G and wy.
Thus, the following definition is natural.

Definition 2.2 A graph G = (V,E) can be cleaned by the initial configuration of
brushes wq if the cleaning process P(G,wy) returns an empty final set of dirty vertices
(Dr =0).
The brush number, b(G), is the minimum number of brushes needed to clean G, that
18,
b(G) = min { Zwo : G’ can be cleaned by wo}

wo:V—NU{0}

Similarly, b, (G) is defined as the minimum number of brushes needed to clean G using
the cleaning sequence .



It is clear that for every cleaning sequence «, b,(G) > b(G) and b(G) = min, b,(G).
(The last relation can be used as an alternative definition of b(G).) In this paper we
focus on the worst-case scenario, that is, we try to determine the worst cleaning sequence
which uses as many brushes as possible (see [14] for more). This, of course, gives an upper
bound for any cleaning sequence.

Definition 2.3 Let the Broom number, B(G), of a given graph G = (V, E) be the mawi-
mum number of brushes needed to clean G using the cleaning sequence «, that is,

B(G) = max ba(G).

For example, we may clean Cs = (v, v9, .. ., vg) using only two brushes, using cleaning
sequence v = (v, vs,...,vs). In fact, b(Cs) = by(Cs) = 2. However, we could also clean
Cy using eight brushes and cleaning sequence a = (vy, v3, vs, U7, U2, Uy, Vg, v3). That is,
bo(Cs) = 8. Clearly the maximum number of brushes one could use to clean any graph
G is |E(G)|: each brush cleans exactly one edge. Consequently, B(Cs) = b,(Cs) = 8.

In general, it is difficult to find b(G). (In [9], the cleaning process was translated
into the BALANCED VERTEX-ORDERING problem, which was known from [4] to be N'P-
complete. The complexity of computing B(G) is still unknown.) However, b, (G) can be easily
computed. For this, it seems better not to choose the function wgy in advance, but to run the
cleaning process in the order «, and compute the initial number of brushes needed to clean a
vertex. We can adjust wg along the way

wo (1) = max{2Dy(ov41) — deg(av41), 0}, (1)

fort =0,1,...,|V|—1, since that is the number of brushes we have to add over and above what
we get for free. Alternatively, (1) can be rewritten as

wo(art1) = max{|a(ar1)] — [Ng (ar1)], 0, 2)

where N (a+1) denotes the left-neighbours of a;41 in the cleaning sequence a: the set of
vertices cleaned before ayi1; N (ayy1) is defined similarly. This will be a useful representation
in later sections.

The model presented in this paper is one where the edges are continually recontaminated,
say by algae, so that cleaning is regarded as an on-going process. Ideally, the final configuration
of the brushes, after all the edges have been cleaned, should be a viable starting configuration
to clean the graph again. We know that this is possible, even with the least number of brushes.
The following theorem has been proven in [13] (Theorem 2.3) although the statement presented
here is a little bit stronger focusing on the cleaning sequence that can be used.

Theorem 2.4 ([13]) The Reversibility Theorem

Given the initial configuration wgy, suppose G can be cleaned using cleaning sequence o =
(a1, 9, ...,ap) and yielding final configuration w,, n = |V(G)|. Then, given initial configu-
ration 179 = wy, G can be cleaned using cleaning sequence @ = (Qp, 01, ...,01) and yielding
the final configuration 7, = wy. Moreover, by (G) = bg(G).



When a graph G is cleaned using the cleaning process described in Definition 2.1, each edge
of G is traversed exactly once and by exactly one brush. Note that no brush may return to a
vertex it has already visited, motivating the following definition.

Definition 2.5 The brush path of a brush b is the path formed by the set of edges cleaned by
b.

Our main results refer to the probability space of random d-regular graphs with uniform
probability distribution. This space is denoted G, 4, and asymptotics (such as ‘asymptotically
almost surely’, which we abbreviate to a.a.s.) are for n — oo with d > 2 fixed, and n even if d
is odd.

Instead of working directly in the uniform probability space of random regular graphs on n
vertices Gy, 4, we use the pairing model of random regular graphs, first introduced by Bollobés [5],
which is described next. Suppose that dn is even, as in the case of random regular graphs, and

consider dn points partitioned into n labeled buckets vy, vs, ..., v, of d points each. A pairing
of these points is a perfect matching into dn/2 pairs. Given a pairing P, we may construct a
multigraph G(P), with loops allowed, as follows: the vertices are the buckets vy, ve, ..., v,, and

a pair {x,y} in P corresponds to an edge v;v; in G(P) if  and y are contained in the buckets v;
and v;, respectively. It is an easy fact that the probability of a random pairing corresponding to
a given simple graph G is independent of the graph, hence the restriction of the probability space
of random pairings to simple graphs is precisely G,, 4. Moreover, it is well known that a random
pairing generates a simple graph with probability asymptotic to e(1-d*)/4 depending on d, so
that any event holding a.a.s. over the probability space of random pairings also holds a.a.s. over
the corresponding space G, 4. For this reason, asymptotic results over random pairings suffice
for our purposes. One of the advantages of using this model is that the pairs may be chosen
sequentially so that the next pair is chosen uniformly at random over the remaining (unchosen)
points. For more information on this model, see [20].

3 2-regular graphs

By definition, G can be decomposed into b, (G) brush paths. Since no brush can stay at its
initial vertex in the minimal brush configuration, these paths have at least one edge. Thus,
the maximum number of paths into which a graph G can be decomposed (that is, the number
of edges) yields an upper bound for B(G). The following simple property has been observed
in [14].

Proposition 3.1 For any graph G = (V, E), B(G) < |E|.

It is clear that this upper bound can be obtained if G = (V = X UY, FE) is bipartite; clean
every vertex in X (in any order) and then clean vertices in Y (again, the order is not important).
The Broom number is smaller than this trivial bound otherwise (again, see [14] for more). Thus,

B(Co) = |E(Cx)l = 2k
B(Coyet) = |E(Coyp_y)| =1 = 2k—2, (3)

for k > 2.



Let Y =Y, be the total number of cycles in a random 2-regular graph on n vertices and
let Z = Z,, be the number of odd cycles. From (3) if follows that we need n — Z, > n —Y,
brushes in order to clean a 2-regular graph. We know that the random 2-regular graph is a.a.s.
disconnected; by simple calculations one can show that the probability of having a Hamiltonian
cycle is asymptotic to 2e3/4\/mn =12 (see, for example, [20]).

We also know that the total number of cycles Y,, is sharply concentrated near (1/2)logn. It
is not difficult to see this by generating the random graph sequentially using the pairing model.
The probability of forming a cycle in step i is exactly 1/(2n — 2i + 1), so the expected number
of cycles is (1/2)logn + O(1). The variance can be calculated in a similar way. So we get that
a.a.s. the Broom number for a random 2-regular graph is at least n — (1/2 + o(1)) log n.

In order to estimate Z,,, one can show that until near the end of the process, the probability
that the next cycle is odd is close to 1/2. So the Azuma-Hoeffding inequality shows that the
number of odd cycles is close to half the total.

Theorem 3.2 For G € G, 2, a.a.s.

B(G)=n—(1/4+o0(1))logn.

4 Upper bounds

Before we move to proving a general upper bound, we study the following useful property of a
cleaning sequence that yields B(G).

Lemma 4.1 For any graph G = (V, E), there is a cleaning sequence « yielding B(G) which
is sorted with respect to |NT(ay)| — [N~ ()|, that is, INT ()] — I[N~ ()| > [Nt (1) —
IN~ (ip1)| for 1 <i<|V|—1.

Proof: Let a be any cleaning sequence that yields B(G). Consider any pair of consecutive
vertices a;, a1 and suppose that [Nt ()| — [N7(ai)| < INT(@it1)| — [N~ (aiq1)|. Tt is clear
that if o;a;41 ¢ F, then we can change the order of cleaning of these two vertices (keeping the
rest as before) and b, (G) is not affected. Since [N ()| —|N " (a;)| < [Nt (it1)] — IN " (cis1)],
swapping «; and «;11 does not decrease the brush number if o;a;41 € E (in fact, it does not
change b, (G) since « yields B(G)). In order to get a cleaning sequence we claim to exist, one
can use bubble-sort. [

To show the result, one can use the expansion properties of random d-regular graphs that
follow from their eigenvalues. The adjacency matrix A = A(G) of a given d-regular graph G
with n vertices, is an n X n real and symmetric matrix. Thus, the matrix A has n real eigenvalues
which we denote by Ay > Ay > --- > A\,. It is known that certain properties of a d-regular graph
are reflected in its spectrum but, since we focus on expansion properties, we are particularly
interested in the following quantity: A = A(G) = max(|A\2|,|\n]). In words, A is the largest
absolute value of an eigenvalue other than A\ = d (for more details, see the general survey [11]
about expanders, or [3], Chapter 9).

The value of A\ for random d-regular graphs has been studied extensively. A major result
due to Friedman [8] is the following:



Lemma 4.2 ([8]) For every fized € > 0 and for G € G, 4,
PAG) <2vVd—1+¢)=1-0(1).

The number of edges |E(S,T)| between sets S and T is expected to be close to the expected
number of edges between S and 7' in a random graph of edge density d/n, namely d|S||T|/n. A
small A\ (or large spectral gap) implies that this deviation is small. The following useful bound
is essentially proved in [1] (see also [3]):

Lemma 4.3 (Expander Mixing Lemma) Let G be a d-reqular graph with n vertices and set
A= XG). Then for all S,T CV

d|S||T
sy - P < s,

(Note that S NT does not have to be empty; in general, |E(S,T)| is defined to be the number
of edges between S\ T to T plus twice the number of edges that contain only vertices of SNT.)

Let us introduce one more useful definition before we move to the next theorem. At a given
time-step of the process, we define the dirty degree of v to be the degree of v in a graph induced
by the set of dirty vertices (at that point). Now we are ready to prove an upper bound of the
Broom number.

Theorem 4.4 Let G € G, 4, where d > 3. Then, for every fized € > 0 a.a.s.
B(G) < % (d v4Vd 1+ 5) (1+ o(1)).

Proof:  Suppose that d is even and let a be a cleaning sequence that yields B(G). By
Lemma 4.1, we can assume that « is sorted with respect to |[NT(c;)| — [N~ (c;)]; we clean
vertices of dirty degree d first (up to time t4), then we move to cleaning vertices of dirty degree
d —1 (up to time t4_1), and so on. Therefore,

d
B(G) — dtd + (d - 2)(td_1 - td) + A + 2(td/2+1 - td/2+2) — 2 Z tl (4)
i=d/2+1

Moreover, without loss of generality, we can assume that t;/5,; < n/2, that is, at least n/2
vertices are cleaned ‘for free’ (if av does not have this property, then @ (« reversed) has it; see
Theorem 2.4).

Now, consider a subgraph induced by the set X = {a1,as,.
edges in G[X] is

- 3Oty b The number of

taja+1

BEX) = Y N(y)

d
= (ta—1—ta) +2(ta—2 —ta—1) +-- + <— - 1) (tajo+1 — tajo+2)

2
d
d
= §td/2+1_ Z t;.
i=d/2+1



On the other hand, Lemma 4.3 implies that

|[E(G[X])] > M — % Atasatts (5)

- 2n

so we get that

d

d tajoy1 1 dn  An
| Z tiéitd/2+1 <1— o +§/\td/2+1§§+z-
i=d/2+1

For d even, the theorem holds by (4) and Lemma 4.2.
Exactly the same argument can be used for d odd. This time,

d

B(G)=2 Y ti+tyse
i=(d+3)/2

we can assume that t(441)/2 < n/2, and

d

d
IB(GIXD] = Starnz — > tit tarne
i=(d+3)/2

Note that this result can be improved a little, namely, (5) can be replaced by a stronger
statement that follows from Lemma 4.5 below.

Suppose that (0 < z < 1/2) and y (w(x) = w <y < xd) are real numbers such that the
expected number S(z,y) of sets S of xn vertices in G € G, 4 with yn edges to the complement
V(G) \ S is o(n™2). Then a.a.s. no set S, |S| = zn < n/2 has at least wn edges to the
complement, by the first moment principle. In order to find optimal value of w for a given z we
use the pairing model. It is clear that

(o) (2tmy M (wdn — yn) (20 (yn) M (1 = 2)dn — yn)
S(@y) = M (dn)

where M (i) is the number of perfect matchings on i vertices, that is,
2!

MO = G

To see this, we consider the pairing model discussed before. We fix xn vertices (xdn points)
to form set S (term ( w’;)), and yn points in .S that correspond to yn edges to the complement

of S (term (xyczl)) These edges are incident to yn points in V(G) \ S (term ((1_;;)6[")). After
fixing points in both S and V(G)\ S, we need to connect them in all possible ways (term (yn)!).
Finally, we need to take a perfect matching of remaining points in S (term M (xdn —yn)) and
a perfect matching of remaining points in V(G) \ S (term M ((1 — z)dn — yn)) to consider all
possible configurations satisfying our assumption.

After simplification we get
nl(zdn)!((1 — x)dn)!(dn/2)129"
(@n)!((1 = 2)n)!(yn)!((zd — y)n/2)M(((1 — z)d — y)n/2)!(dn)!
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S(l’,y) =




Using Stirling’s formula (n! ~ v/27n(n/e)™) and taking the exponential part we obtain

z(d—1)n 1—2)(d—1)n ydn/2
Seg) < e 220D (] _ z)(1=2)(d=1)n gdn/
¥ = o (ad — ) EE9n2((1 — 2)d — y)((—2)d—y)n/2
= ef@ydnto(n) (6)

where

flz,y,d) = z(d—1)lnx+(1—2)(d—1)In(l —z)+0.5dlnd —ylny
—0.5(zd — y) In(xd —y) — 0.5((1 —z)d —y) In((1 —z)d — y).

Thus, if f(x,y,d) <0, then S(z,y) is exponentially small (n large). Since we expect dz(1 —
x)n edges between S and V(G) \ S, we put y = dz(1 — x) + dz/4. Not surprisingly, function
f(z,dz(1 — z) + dz/4,d) is increasing in = so we focus on z = 1/2, in which case f(x,y,d)
becomes

(d—1)In(1/2) 4+ (d/2)Ind — ylny — (d/2 — y)In(d/2 — y)
_ —g((l +2) (1 +2) + (1 — ) In(1 — 2)) + In2

where y = (d/4)(1 + z).

It is straightforward to see that this function is decreasing in z for z > 0. Let z = Z(z)
denote the value of z for which it first reaches 0. Then any function of the form w(z) =
dx(1—x)+dz/4+e can be used to get the result we aim for. To get the strongest asymptotically
almost sure upper bound for the Broom number (for a fixed d), one should solve it numerically.
To obtain a result useful for all values of d, it is straightforward to show (since the Taylor
expansion of (14 z)In(1 + 2) + (1 — 2z)In(1 — 2) is 22 + 2*/6 +...) that 7 < 2v/In2/V/d.

Lemma 4.5 Let G € G, 4, where d > 3. Then, for every sufficiently small but fized e > 0 a.a.s.
for every S CV

d|S|IV\ S| dn(z+¢) _d|S|[V\S|] +vdln2n
+ < + :
n 4 n 2
where Z 1is the solution of d((1+ z)In(1+2) + (1 —2)In(1 — 2)) =4In2.

[E(S, VA S) <

This result has the following implication giving a nontrivial upper bound for d > 3.

Theorem 4.6 Let G € G, q, where d > 3. Then, for every sufficiently small but fized € > 0

a.a.s.
d B dn <1+ 2\/ln2> |

BG) < (1+z+¢) <

4
where Z 1is the solution of d((1+ z)In(1+2) 4+ (1 —2)In(1 — 2)) =4In2.

This gives us the following asymptotically almost sure upper bounds ug for the Broom
number of random d-regular graph: us = 1.41n, uy = 1.78n, us = 2.14n, and ug = 2.48n. (In
this paper, whenever we quote numerical values for computed constants such as ug/n and l4/n,
we use a few decimal places rounded down for lower bounds and up for upper bounds.) In
Figure 5, the values of ug/dn have been presented for all d-values up to 100; we have also listed
the first 30 and a few more values for higher d in Table 1 (see Section 5.5).
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5 Lower bounds

5.1 A general lower bound

An argument that provides an upper bound for the brush number of a general graph (see [2])
can be easily modified to obtain a lower bound for the Broom number. This has been done
in [14] to obtain the following result.

Theorem 5.1
1B, IV _
2 4

1
B(G) 2 2 G

veV (G),deg(v) is even

=

for any graph G = (V, E).

Note that the bound is tight when G is a union of cliques. From this we get immediately
the following corollary presented in [14].

Corollary 5.2 Let G = (V, E) be a d-reqular graph on n vertices. If d is even, then

B(G)2%<d+1——>,

and if d is odd, then
B(G) > %(d+ 1).

Both bounds are tight for every n and d satisfying (d + 1)|n, as shown by a disjoint union
of complete graphs Kg4.

The bound in Theorem 5.1 holds for every d-regular graph, and for a random d-regular graph
G one can slightly improve the result as follows. Denote by mazcut(G) the maximum value of
acutin G = (V,E). Let V.= AU B be a partition of V' with |E(A, B)| = mazcut(G). Define
a permutation 7 = (vy,vg,...,v,) of V by putting the vertices of A first in an arbitrary order,
followed by the vertices of B in an arbitrary order. Now, let us clean graph G using permutation
m. It is clear that after cleaning the vertices of A exactly one brush is sent from every edge
between A and B. Moreover, these brushes cannot be reused (at least, not at this point). Thus

B(G) > bx(G) > mazcut(G).

The above bound can be used to show that for a random d regular graph (for a fixed d > 3),
a.a.s. B(G) > nd/4 + en\/d, for some absolute constant ¢ > 0. Indeed, such a random graph
has a.a.s. only O(1) triangles, and one can (after a trivial alternation of such G) apply the
result of Shearer [18] who showed that a triangle-free graph G = (V, E) with degree sequence
(d1,da,...,d,) has a cut of size at least |E|/2+4 ¢ i, v/d; for some (explicit) constant ¢ > 0.
We get the following result.

Theorem 5.3 Let G € G, 4, where d > 3. Then, a.a.s.,

B(G) = | (4+9(vd).
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5.2 Degree-greedy algorithm

The differential equations method (described in [21]) is used here to find a lower bound on the
number of brushes needed to clean a graph using a degree-greedy algorithm. We describe the
approach used, state some general results, and apply them to the special cases of d = 4 before
discussing higher values of d.

5.2.1 The general setting

In this subsection, we assume d > 3 is fixed with dn even. In order to get an asymptotically
almost sure lower bound on the Broom number, we study an algorithm that cleans random
vertices of maximum dirty degree. This algorithm is called degree-greedy because the vertex
being cleaned is chosen from those with the highest dirty degree.

We start with a random d-regular graph G = (V, E) on n vertices. Initially, all vertices are
dirty: Dy = V. In every step t of the cleaning process, we clean a random vertex «;, chosen
uniformly at random from those vertices with the highest dirty degree in the induced subgraph
G[D;—1], where D; = D;_1 \ {a4}. In the first step, d brushes are needed to clean a random
vertex a. The induced subgraph G[D1] now has d vertices of dirty degree d —1 and n —d — 1
vertices of dirty degree d. In the second step, another d brushes are needed to clean a random
vertex aso of dirty degree d. We keep cleaning vertices of dirty degree d until there are no more
vertices of dirty degree d left and the first phase ends. In general, in the kth phase (1 < k < d+1)
vertices of dirty degree d — k + 1 are cleaned.

For 0 < i < d, let Y; = Y;(t) denote the number of vertices of degree ¢ in G[D;] (that is, dirty
degree 7). (Note that Yy(t) =n —t — 2?:1 Yi(t) so Yy(t) does not need to be calculated, but it
is useful in the discussion.) Let S(t) = Zld:l 1Y;(t) and for any statement A, let 4 denote the
Kronecker delta function

{1 if A is true,
0p =

0 otherwise.

It is not difficult to see that

E(Yi(t) = Yi(t = 1) | G[Dea] A deggp, j(ar) =)

= fir((t=1)/n,Y1(t = 1)/n,Ya(t = 1)/n, ..., Ya(t = 1)/n)
DYiy

)
. iYi(t—1)  (i+ 1(t — )
= —0ip— T 5D r SOy diti<d (7)

for r € [d], 0 < i < r. Indeed, oy has dirty degree r, hence the term —d;—,. When a pair of
points in the pairing model is exposed, the probability that the other point is in a bucket of dirty
degree i (that is, the bucket contains ¢ unchosen points) is asymptotic to ¢Y;(t — 1)/S(t — 1).
Thus 7iY;(t — 1)/S(t — 1) stands for the expected number of the r buckets found adjacent to
ay which have dirty degree 7. This contributes negatively to the expected change in Y;, whilst
buckets of dirty degree i 4+ 1 which are reached contribute positively (of course, only if this type
of vertices (buckets) exist in a graph; thus 6;41<4). This explains (7).

From (7) it follows that the following system of differential equations should be considered
when vertices of dirty degree r are cleaned

dy; .
d—il = fir(z,y), i=0,1,...,m

11



At this point we may formally define the interval [z_1, x| to be phase k, where the termination
point xy is defined as the infimum of those x > xj for which y4_j11(z) = 0. Using final values
yi(xy) in phase k as initial values for phase k+ 1 we can repeat the argument inductively moving
from phase to phase starting from phase 1 with obvious initial conditions y4(0) = 1 and y;(0) = 0
for0<i<d-1.

The conclusion is that, for the degree-greedy algorithm we consider, with variables Y; defined
as above, we have that a.a.s.

Yilt) = nyi(t/n) + on)

for 1 <i<d-—k+1 for phases k =1,2,...,d+ 1. We omit all details, pointing the reader to
the general survey [21] about the differential equations method. Let us also mention that we
are interested in the first [d/2] phases only; the rest of the graph is cleaned ‘for free’. For the
same reason, we do not have to control the number of vertices of dirty degree i, 0 < i < [d/2].

In the kth phase (1 < k < [d/2]) vertices of dirty degree d — k + 1 are cleaned. Since
d — 2k + 2 brushes are needed to clean a vertex (see (1)), we need

%= (14 o(1))n(d — 2k + 2)(x) — 2_1)

brushes in phase k. Thus, the total number of brushes needed to clean a graph using the
degree-greedy algorithm is a.a.s. equal to

[d/2] [d/2]
o= Y li=1+o1)n > (d—2k+2)(xk — Th_1).
k=1 k=1

5.3 The end of the first phase

Before we move to a specific values of d, let us discuss the behaviour of vertices of dirty degree
d during the first phase that can be studied in general. During this phase we clean vertices of
dirty degree d. In order to control the number of vertices of dirty degree d, we have to consider
the following differential equation.

_d-z(a:)

(@) = —1- —5

with the initial condition z4(0) = 1. The solution is

1—22 d-1
z4(z) = — 12 m(l — 22)%/2, (8)

and thus the first phase finishes at time

h:gé_<55)fj )

(the second root of the equation zg(x) = 0is 1/2).
This initial result suggests that we should focus on differential equations of the following
form



The general solution to this differential equation is

s

bi(q — 2x) Tt

—a/2
Z(:E) = C(q - 21:) / - ZZ:; a+ 2(C2 + 1) 5a+2(ci+1)750
b —a/2
—§(q — 27) In(q — 22)05;, a+2(c;+1)=0- (10)

5.4 4-regular graphs

For 4-regular graphs, to estimate the Broom number one has to carefully analyze phases 1 and
2. During the first phase, we need four brushes to clean vertices of dirty degree 4. From (8)

and (9), we get that

aa(z) = —%(1 — o) + 2(1 Py

and the first phase ends at time ¢; = §. To study the number of vertices of dirty degree 3 during
the first phase, we consider the following differential equation
_ —3z(z) | 4um(x)  —3z3(x)

hx) = = -2 1-2
B =1 o P T T Toos +6(1 — 22)

with the initial condition z3(0) = 0. The solution (see (10) and Figure 3 (a)) is
23(x) = (1 — 22) (8(1 o) 9 _6(1— 2;1:))

so a.a.s. Y3(t1) = (%g — $)n(1+o(1)) ~ 0.2063n.
During the second phase, we need two brushes to clean each vertex of dirty degree 3. Now,
the differential equation we need to consider is

3z3(2)

/

=] 2

(@) 10/9 — 2z

with the initial condition z3 (%) = 8v3 _ % note that the number of points in the pairing model

5 (
at time ¢ is mT" — 6t). The solution (see (10) and Figure 3 (b)) is

() = <% - 2x> ((3\/5 - 3) <1—90 - 23;) " 1)

so the second phase ends at time to = (3 — %)

almost sure lower bound of

n &~ 0.4519n. Therefore, we get an asymptotically

Lo = (14 0(1)(4t1 +2(ts — t1)) = (1 + o(1))n <§ - \1/—8§> ~ 1.57044n.

On the other hand, it is true that a.a.s. a random 4-regular graph can be decomposed into two

edge-disjoint Hamilton cycles [12], and hence four paths.
The solutions to the relevant differential equations for d = 4 are shown in Figure 3.
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Figure 2: Solution to the differential equations: 4-regular graph.

d ld/n ud/n d ld/n ud/n d ld/n ud/n d ld/n ud/n
31125 141 11 ] 3.78 | 4.11 191 6.13 | 6.55 27 | 841 | 8.90
4 1 1.57 | 1.78 12 1 4.07 | 4.42 201 6.41 | 6.84 28 | 8.69 | 9.19
5 1192 2.14 131 4.38 | 4.73 211 6.71 | 7.14 29 | 897 | 948
6 | 222 248 14 1 4.66 | 5.04 22 16.98 | 7.44 30 | 9.25 | 9.77
7 | 2.56 | 2.82 15| 4.97 | 5.34 23| 7.28 | 7.73 31 | 9.54 | 10.06
8 | 285 3.15 16 | 5.25 | 5.65 24 | 7.55 | 8.02 32 | 9.81 | 10.34
9 | 3.18 | 3.47 171 5.595 | 5.95 25| 7.85 | 8.32 99 | 28.00 | 28.89
10 | 3.47 | 3.79 18 | 5.83 | 6.25 26 | 8.12 | 8.61 100 | 28.26 | 29.16

Table 1: Approximate upper and lower bounds on the Broom number.

5.5 d-regular graphs of higher order

In Figure 5, the values of lg/dn and ugy/dn have been presented for all d-values up to 100,
although we have only listed the first 30 and a few more values for higher d in Table 1. The
values of a lower and an upper bounds of b(G)/dn have been presented as well (see [2] for
more). The computations presented in the paper were performed by using Maple™ [16]. The
worksheets can be found at the following address: “http://www.math.wvu.edu/ pralat/”.

For each value of d > 3 there is a gap between [;/dn and ug/dn but the gap becomes smaller
for higher values of d which follows from the following theorem.

Theorem 5.4 The Broom number of a random d-reqular graph is asymptotically almost surely
2(d+ ©(Vd)). Moreover, limy_,o la/dn = 1/4, that is, for large d, the degree-greedy algorithm
a.a.s. achieves the optimal number of brushes up to a lower order term.

Proof: The first part of the theorem follows from Theorem 5.1 (see also Theorem 5.3) and
Theorem 4.4 (see also Theorem 4.6).

It remains to estimate the performance of the degree-greedy algorithm. Let d > 3 be an
integer, and let G € G, 4, as before. It follows from Lemmas 4.2 and 4.3 that a.a.s. for all

14
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(a) ug/dn and ly/dn versus d (b) lower /upper bounds of b(G)/dn and B(G)/dn

Figure 3: A graph of lower/upper bound of b(G)/dn and B(G)/dn versus d.

m € {0,1,...,n— 1} and all sets X C V with |X| =m,
2
— 1
B\ x) > o 2;”) ! — 52Vd(n —m),

since the number of edges inside G[V \ X] is |E(V \ X,V \ X)|/2. So the average degree of
GV \ X] (and thus the maximum degree as well) is at least

Em = max{w — 2\/&0} .
Thus, using (1) we get that a.a.s. the number of brushes used by the degree-greedy algorithm is
at least
i, dn
Z max{2¢,, —d,0} > i O(Vdn).
m=0

It follows, by Theorem 4.6, that for large d the greedy algorithm achieves, a.a.s., essentially the
optimum number of brushes. This completes the proof of the theorem. [

6 Possible improvement

We conclude the paper with an open problem that can be posed for any d > 3. It follows from
Theorem 5.4 that the degree greedy algorithm we study a.a.s. achieves the optimal number of
brushes up to a lower order term. However, for a small values of d, one can try to improve the
algorithm and use more brushes by starting with a larger independent set in the first phase; the
cleaning process can be continued using the degree-greedy approach as before. In our case, the
number of vertices cleaned during the first phase is (1 — (d — 1)@ /2 (see (9)) but other
algorithms for finding a larger independent set are known (see, for example, [19, 6, 7]).
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